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Abstract 
 
This paper presents the results of a project carried out within a collaboration 

among TD Group S.p.A., ISTI-CNR, Dept. of Mechanics, Nuclear and Production 
Engineering, University of Pisa, and the Diabetology Dept. at the “San Giovanni di 
Dio” Hospital in Florence. The goal of this activity has been to integrate thermal 
information and three dimensional spatial data by combining acquisitions from a 
thermocamera and a stereo pair of high resolution visible cameras. An application in 
the medical field is presented regarding the Diabetic Foot Disease to support 
physicians in their diagnosis and follow-up. 

 
1. Introduction 

 
In the frame of a collaboration among TD Group S.p.A., ISTI-CNR, Dept. of 

Mechanics, Nuclear and Production Engineering, University of Pisa, and the 
Diabetology Dept. at the “San Giovanni di Dio” Hospital in Florence, an integrated 
system has been designed and developed for the acquisition and processing of 
visible and thermal images, and for modeling and reconstructing three-dimensional 
anatomical structures. The system aims at providing an effective supporting tool for 
the diagnosis and prognosis of pathologies producing ulceration and laceration, for 
example that caused by an advanced diabetes condition like the Diabetic Foot 
Disease (DFD). 

The spatial analysis of absolute and relative temperature values can be a 
valuable support for an early diagnosis and the follow-up monitoring of diabetic 
patients. It is relevant that, when diabetes is well controlled, it should be possible to 
avoid serious foot problems, which can otherwise also bring to the lower extremity 
amputation. 

Our integrated system includes the realization of an acquisition device for 
fusing thermal images [1] with stereo visible high-resolution ones, and for data 
visualization, registration, and management of three-dimensional reconstructed 
volumes. 

In particular, the 3D volume consists of both the anatomical surface structure, 
and the related temperature spatial distribution. Both these characteristics support 
the evaluation of the ulceration, and the identification of anomalies or pathologic 
conditions. 

 
The paper is organized as follows: in section 2, a description of the aspects 

related to DFD is given; in section 3, the materials and methods used to implement 
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the system are described; in section 4, a detailed description of the acquisition 
system is given; in sections 5 and 6, the implemented algorithms for a single 3D data 
reconstruction, and the registration of multiple volumes are described. Section 7 
describes the patient’s data management system, while finally results of 
experimentations on real case studies are shown in section 8 with some concluding 
remarks. 

 
2. Problem specification 

 
The transfer of IR technologies and related acquisition devices to biomedical 

imaging allowed to reconsider the diagnostic role and medical applications of the 
thermal imaging, permitting nowadays to study quantitatively and functionally the 
thermal property of the human body. Thus, models for the thermal study of human 
body can be developed to extract quantitative parameters useful in the diagnosis or 
understanding of thermal control processes in various conditions, for example during 
the physical activity or as an effect of drug administration. 

The use of thermal imaging is usually indicated as functional infrared imaging. 
Various pathologies can be favorably studied by means of the functional IR imaging, 
mainly those which present symptoms like an alteration of the normal control of the 
body temperature, as in particular the cutaneous one. These are dysfunctions of the 
microcirculation, the macrocirculation in the peripheral districts (figure 1), the 
peripheral nervous system, local alterations of the tissue metabolism, traumas and 
phlogosis, already studied in the past by means of the classic medical thermography. 
Nowadays, these pathologies can be also studied through the evaluation of objective 
parameters extracted by modeling the temporal evolution and the spatial distribution 
of the temperature [2]. 

 

 
Fig. 1. Functional IR imaging of a patient’s hand with circulatory failure. (left), 

IR image and (right) normalized thermal image to highlight blood vessels 

In particular, regarding the DFD pathology, no single broad spectrum antibiotic 
regimen was shown to be more effective over another in the treatment of diabetic 
foot ulcers. There is no evidence for the optimal duration or route of antibiotic 
administration in the cure of diabetic foot ulcers. Treatment of an infected diabetic 
foot ulcer should be commenced with a broad spectrum antibiotic regimen in 
conjunction with appropriate debridement. Subsequent antibiotic regimens may be 
modified with reference to bacteriology and clinical response. 

Acute Charcot’s foot is associated with a skin temperature 2-8°C higher than 
the contralateral foot as measured on thermography. There is insufficient evidence to 
recommend the routine use of magnetic resonance imaging or dynamic bone 
scanning to distinguish acute Charcot’s from osteomyelitis. Diagnosis of Charcot’s 
foot should be made by clinical examination supported, where available, by the use 
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of thermography. Treatment of Charcot’s foot in contact casting is associated with a 
reduction in skin temperature as measured by thermography and in bone activity as 
measured by bone isotope uptake compared to the normal foot [3]. 

In this sense, the use of thermography techniques can be of valuable help for 
physicians in order to support the diagnosis and especially the follow-up of diabetic 
patients. 

 
3. Materials and Methods 

 
The system is composed of four main parts which are described in deeper 

details in the following sections: 
- Multi-source (visible and infrared) image acquisition 
- 3D reconstruction and integration of stereo visible and thermal data  
- Multiple volumes registration  
- Data and images management, image visualization and annotation. 
 
The acquisition system is composed of two stereo visible cameras, a 

synchronized thermocamera, and a structured light projector. From the stereo 
cameras, a cloud of 3D points is obtained and used for volume reconstruction by 
building an optimized triangular mesh to model the surface in real colors [4]. 

 
Once the object is reconstructed, the thermal information can be associated to 

each point of the 3D surface. Thus, a 3D model of the investigated structure is 
obtained, represented with both real and synthesized colors computed from the exact 
radiance values. 

Following single 3D reconstructions, algorithms for multiple volumes 
registration are used to obtain a complete 3D structure representation, as close as 
possible to the real object. This is very important to allow physicians to have a global 
look at the inspected anatomical structure, in such a way that an optimal diagnosis or 
prognosis can be performed (e.g. all around views of the patient’s foot). 

Finally, a data management system allows the insertion and management of 
information related to the specific structure under investigation (e.g. detailed patient 
identification data), together with the storage of previously reconstructed 3D volumes. 

 
4. Acquisition system 

 
The acquisition system is shown in figure 2. The device is composed of a 

structure equipped with two high resolution visible stereo cameras (SONY XCD 910 
SX, 4 Mega pixel resolution), a thermocamera (FLIR A40, wavelength range 7.5 - 
13µm), and a structured light projector (NEC LT170) mounted in the centre of the 
base axis. The mobile support and the horizontal bar mounted on it allow three 
degrees of freedom. 
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Fig. 2. The acquisition system: (A) thermocamera, (B) visible high resolution 

stereo cameras, (C) structured light projector, (D) mobile support 

The three cameras are connected via a firewire interface (IEEE1394), while 
the projector is connected through a serial interface (RS232). The projector is used to 
cast series of regular bands with different width composed of alternate black and 
white lines, first horizontally and then vertically, in order to capture stereo images at 
different resolutions and use them to reconstruct the surface of the examined 
structure. The calibration of the acquisition system is made on a specifically designed 
sample which can be used with both the visible and IR cameras. 

 
In table 1 the main characteristics of the system are described. 

Table 1. Main specifications of the system 

Measurement area (mm) 280x210 
Acquisition time (sec) ≤20 
N. of measured points 2 000 000 
Visible cameras resolution 4 Mega pixel 

Cameras accuracy (mm X&Y axis) 0.02 
0.03 

Temperature accuracy ±2°C 
Thermocamera spectral range (µm) 7.5÷13 
Thermocamera resolution (pixels) 320x240 
Thermal sensitivity (°C at 30°C) <0.10 

 
The software implemented for image acquisition, reconstruction, integration, 

and data management has been developed for Windows platform. 
 

5. 3D Reconstruction and integration 
 
Stereo reconstruction is based on the same principle as the human visual 

system uses for depth recovery. With two cameras viewing the same scene under 
different perspective, geometrical transformations are used for reconstructing 3D 
structures. Each scene point is projected on different locations in the two cameras 
and can be localized using the perspective equations [5]. 
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The stereoscopic system takes two different views of the observed scene [6]. 
 

 
Fig. 3. Geometry of two cameras stereo model 

 
Figure 3 depicts the case of two cameras with identical physical properties. 

The projection centre of the left image is P0
l, and the projection centre of the right 

image is P0
r; the corresponding rotation matrices are Rl and Rr. The vector b=P0

r- P0
l 

=(bx,by,bz)T is called stereoscopic base line. If the orientation parameters of both 
images are known, an object point P can be determined by the intersection of the 
image rays from two corresponding image points pl and pr: each point gives two 
equations [5] which can be solved for the unknown object co-ordinates (X,Y,Z)T. As 
there are four equations but only three unknowns, the problem is over-determined 
and can be solved by a least squares adjustment.  

 
An important property of any arrangement of two images of an identical scene 

and, thus, of all stereo arrangements, is epipolarity: the vectors b, PPl
0 and PPr

0  
form a plane called epipolar plane ε. This plane intersects the image planes in the 
epipolar lines el and er. The co-planarity condition can be written as follows [7]: 

 
(pl - p0

l)T⋅RlT⋅S⋅Rr⋅(pr - p0
r)=0  (1) 

 
with 
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and p0

l and p0
r being the projection centres in the camera coordinate systems 

of the left and right image, respectively. If the orientation parameters of both images 
are known, for a point pl in the left image, the corresponding point pr in the right 
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image is situated on the epipolar line er which is given by Eq. (1). This is an important 
property which is used in image matching to reduce search space. 

 
Since the thermocamera and the visible cameras are calibrated together the 

integration phase follows associating thermocamera pixels through specific rotation 
matrices. In this way the reconstructed structure can be integrated also with the 
radiance values [8]. 

 
6. Multiple volumes registration 

 
Once different 3D volumes of the same anatomical structure are 

reconstructed from different points of view, there are two different ways of registering 
them into a unique volume representing the whole structure: manually, by selecting 
specific markers on the different volumes, or automatically, using registration 
algorithms based on 3D surface shapes. The algorithm for automatic registration is 
based on the Iterative Closest Point algorithm (ICP) [9]. Correspondences between 
data sets are computed by matching points in one data set to the closest points in the 
other data set. A sketch of the algorithm is as follows: 

 
∀ point pA∈VA compute the closest point pB∈VB 
Compute the registration vector Rv
VG

i = Rv(VA, VB) 
Err = EvaluateError(VG

i, VG
i-1) 

i=i+1 
Repeat until Err < Threshold 
 
ICP can also handle noise. Since it is an iteration of minimization problem, the 

algorithm may converge towards a local minimum. Generally it is overcome by 
starting the iteration loop from an approximate registration. Since we usually wish to 
compare similar areas captured in similar conditions, the generated 3D volumes are 
already approximately registered, which is generally sufficient for getting the ICP 
algorithm to converge without manual intervention. However if these conditions 
cannot be fulfilled, the registration process is then done in two steps. The first step 
normalizes the position of the 3D volumes data using a Procrustes registration. The 
second one refines the registration using the ICP algorithm [10]. 

 
The registration of 3D volumes allows the projection of their textures in any 

plane that can be used for their comparison. This means that once the volumes are 
registered into a unique one, both visible and thermal data can be automatically 
associated to the structure. 

 
7. Data management system 

 
The management of identification data of the patients has been added to the 

system. Textual data are stored together with the two-dimensional images acquired 
(both visible and IR), and the 3D reconstruction previously performed. The storage of 
both visible and IR 3D reconstruction allows a better and deeper medical diagnosis, 
that can take into account the subjective course of the pathology, and a deep 
objective statistical analysis linked to the specific therapies for the single pathologies. 

 
8. Results 
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Several case studies of DFD have been selected by an expert diabetologist 
and processed to test our system. 

In particular, 3D reconstructions have been integrated with radiance values in 
order to obtain a full description of an examined case. In figure 4, an example of a 
single acquired IR image is shown. 

 

 
Fig. 4. A single IR image (gray level) 

The registration result of multiple volumes of the same foot, related to different 
shots, is shown in figure 5. 

 

 
Fig. 5. Example of 3 different acquisitions registered in a single volume and 

integrated with thermal data (rendered in false colors) 

Another example of 3D reconstruction regarding another case study is shown 
in figure 6. The different volumes reconstructed from different acquisitions are 
registered together to compose a single volume: the feet on the left column, 
reconstructed from the stereo visible cameras, are visualized in real colors, while the 
ones on the right are displayed with the radiance (IR) values integrated from the 
thermocamera. 
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Fig. 6. Two examples of single volumes registered from different acquisitions. 

A left foot (top), and a right foot (bottom). Real colors from visible cameras (left), and 
IR false colors (right) 

The collaboration with the physicians from the Diabetology Dept. permitted to 
give more attention to some particular aspects which allowed for an effective 
improvement of the system in the diagnosis and follow-up of the DFD. 

The physicians confirmed that this prototype tool can be a valuable support in 
their work improving the quality of disease diagnosis and follow-up. 
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