Use of Matlab package for external local calibration of IR camera with microbolometric FPA detector
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Abstract

This work presents the method of improving the accuracy of temperature measurement results obtained by means of long-wave infrared camera equipped with focal plane array detector. The typical accuracy of infrared cameras specified by their manufacturers amounts to ±2 K or ±2 % of the measured value of temperature. Very often a better accuracy of the measurements is required, e.g. during the measurements of human body temperature. To improve the measurement accuracy an external correction of obtained results on the basis of comparison measurement of black body temperature and next with use of MATLAB package has been proposed.

Nomenclature

- $a$ - coefficient, constant, 1/K
- $b$ - coefficient, constant
- $c_1, c_2$ - first and second radiant constant, respectively, W·m$^{-2}$ or m·K
- $C$ - calibration coefficient
- $e_{A}(\lambda,T)$ - spectral density of black body self-emission for temperature $T$, resulting from Planck’s law, W/(m$^2$)
- $e_{A\Delta}(T)$ - emissive power of black body in spectral range $\Delta\lambda = \lambda'' - \lambda'$ at a given temperature $T$, [1,2], W/m$^2$
- $h$ - radiosity of considered surface, W/m$^2$
- $I, J$ - total number of pixel rows and columns of FPA detector, respectively
- $L$ - total number of black body temperature levels during the IR camera calibration
- $M$ - total number of IR camera thermograms recorded for one temperature level of black body
- $r$ - reflectivity of the considered surface ($r = 1 - \varepsilon$)
- $T_{am}$ - ambient radiation temperature of considered objects, K
- $T_{bb}$ - temperature of black body model indicated by its system, K
- $T_{c}$ - temperature measured and indicated by IR camera, K
- $T_{bc}$ - temperature of demonstration object which value is indicated by IR camera, K
- $T_{br}$ - real (true) temperature of demonstration object, K
- $T_{obc}$ - generally, temperature of examined object which is indicated by IR camera, K
- $T_{obr}$ - generally, real (true) temperature of examined object, K
- $\varepsilon_{bb}$ - emissivity of black body model
- $\varepsilon_{b}$ - emissivity of demonstration object
- $\varepsilon_{ob}$ - emissivity of examined object, generally
- $\lambda$ - wavelength of IR radiation, m or µm
- $\lambda', \lambda''$ - operation spectral range of IR camera, 7,5 µm and 13 µm respectively

Indexes and abbreviations

- $i, j$ - consecutive number of row and column of FPA detector, respectively
1. Introduction

The given typical values of measurement accuracy amounting to ±2 K or ±2 % of the measured value are valid for the whole temperature measurement range of considered camera [3, 4]. The specified accuracy deals with the measurement results displayed directly by the camera. Simultaneously with the relentless passage of time the material of camera detector goes off and arises the problem of detector temperature drift which is of non-uniform character over the detector surface [5]. Therefore, to keep high accuracy of infrared camera measurements, the camera detector should be periodically calibrated [6].

In the case of measuring the temperature occurring within a narrow range of its values it is possible to improve the accuracy of obtained measurement results by means of external correction of raw measurement results obtained directly from the infrared camera. This correction can be done locally for aforementioned measurement range which should be determined at the beginning of this procedure.

In this methodology the using of a model of black body is necessary. The first step in this procedure is the measuring of the temperature of black body by means of the examined infrared camera. These measurements are repeated several times for different values of black body. These temperature values should cover the whole temperature range which is interested for us. Next, for each pixel of FPA (Focal Plane Array) detector the discrepancy between the real value of the black body temperature and value indicated by the infrared camera is determined. As the result, the matrices of the discrepancies between the temperatures indicated by the camera and the temperature values reached by the black body model are obtained.

Then the gathered data were applied for the development of mathematical relationships used for the correction of measurement results produced by the examined camera.

2. Description of calibration algorithm

The infrared thermography technique is based on the measurement of radiative heat flux emitted from the surface taken into consideration. In the situation when the emissivity of the investigated object is less than 100%, the total radiative heat flux from the tested surface consists of two parts. The first part presents the self-emission heat flux whereas the second part is the radiation flux which comes from surroundings and is reflected by the considered surface. Thus, in a mathematical model during an infrared camera temperature measurement the following radiation heat fluxes arriving at an infrared detector should be taken into account:

a) radiation flux emitted by the examined object,
b) radiation flux emitted by the ambient and reflected from the examined object,
c) radiation flux emitted by the atmospheric air which is to be found between the object and the infrared camera.

During the calibration procedure, due to a very small distance between the source of thermal radiation (a black body model) and the IR camera, the radiation flux specified in point (c) can be omitted. In this case a scheme of radiative heat transfer between considered object, its ambient elements and the IR camera can be shown by Fig. 1.

![Fig. 1. Scheme of heat transfer in measurement space; ob - surface of object under investigation, am - isothermal ambient.](image)

The quantity denoted by $\dot{e}_{\Delta\lambda}(T)$ presents a self-emission radiation heat flux emitted within the operation spectral range of the IR camera and is expressed by the relation:

$$\dot{e}_{\Delta\lambda}(T) = \int_{\lambda}^{\lambda'} \dot{e}_{\lambda}(\lambda, T) \, d\lambda$$  \hspace{1cm} (1)
where $\hat{e}_\lambda(\lambda, T)$ is spectral density of black body self-emission resulting from Planck’s law \[1, 2\], expressed by the equation (2):

$$\hat{e}_\lambda(\lambda, T) = \frac{c_1 \lambda^5}{\exp(c_2 / \lambda T) - 1}$$

The sum of self-emission heat flux and radiation heat fluxes coming from other surfaces and reflected by the surface under consideration is called the radiosity (denoted by $h$) of the considered surface \[1, 2\].

After applying the closure principle $\varphi_{anm} + \varphi_{am-an} = 1$ and reciprocity principle $F_{ob} \varphi_{ob-an} = F_{am} \varphi_{ob-an}$, \[1, 2\], and after making obvious assumptions that $\varepsilon_{am} = 1$, $\varphi_{ob-an} = 1$, after some manipulations an accurate relation expressing the unit flux of radiation energy $\hat{h}_{ob}$ coming from surface “ob” and arriving at an IR camera is obtained \[7, 8, 9\]:

$$\hat{h}_{ob} = e_{ob} \hat{e}_\Delta(T_{ob}) + (1 - e_{ob}) \hat{e}_\Delta(T_{am})$$

The output signal $s$ from the camera detector is closely coupled with the aforementioned energy flux and can be described by the formula \[3, 7\]:

$$s = \varphi h_{ob} = \varphi \left[ e_{ob} \hat{e}_\Delta(T_{ob}) + (1 - e_{ob}) \hat{e}_\Delta(T_{am}) \right]$$

During the calibration procedure the equation (4) is formulated twice for each $i, j$ -th pixel of FPA detector. The first time for the IR camera with a detector correctly processing the radiation flux generated by black body model at temperature $T_{bb}$ into output signal $s_{cor}$:

$$s_{cor} = \varphi \left[ e_{bb} \hat{e}_\Delta(T_{bb}) + (1 - e_{bb}) \hat{e}_\Delta(T_{am}) \right]$$

and the second time for the IR camera with a detector which incorrectly converts the radiation flux generated by black body model at temperature $T_{bb}$ into output signal $s_{incor}$ and camera indicates an incorrect temperature value $T_{c, i, j}$ for $i, j$ -th detector pixel:

$$s_{incor} = \varphi \left[ e_{bb} \hat{e}_\Delta(T_{c, i, j}) + (1 - e_{bb}) \hat{e}_\Delta(T_{am}) \right]$$

Next, the measurements of the temperature of black body is repeated for $L$ temperature levels of this body. On the basis of Eqs (5, 6) and the aforementioned measurement results a matrix of calibration factors $C_{i, j, l}$ defined by the relation (7) is created:

$$C_{i, j, l} = \frac{s_{cor}}{s_{incor}} = \frac{e_{bb} \hat{e}_\Delta(T_{bb, i, j}) + (1 - e_{bb}) \hat{e}_\Delta(T_{am, i, j})}{e_{bb} \hat{e}_\Delta(T_{c, i, j}) + (1 - e_{bb}) \hat{e}_\Delta(T_{am, i, j})}$$

where temperature $\bar{T}_{c, l, i, j}$ representing the camera measurement result is an average value calculated on the basis of measurements repeated $M$ times for each selected $l$ -th temperature value of the black body and is determined as follows:

$$\bar{T}_{c, l, i, j} = \frac{1}{M} \sum_{m=1}^{M} T_{c, l, i, j, m}$$

Next, after the creation of the matrix of calibration coefficients $C_{i, j, l}$ values, least squares adjustment method was applied to determine the coefficients $a_{i, j}, b_{i, j}$ of linear equations describing a dependence of calibration factors on the temperature $T_c$ within the temperature range $T_c = T_{c, lm} + T_{c, ln}$ for each $i, j$ -th pixel of the FPA detector:

$$C_{i, j} = C(T_{c, i, j}) = a_{i, j} T_{c, i, j} + b_{i, j}$$
3. Experiment description

In the experiment the black body BB-6 with plane testing surface and infrared camera ThermaCAM SC 2000 were used, Figs 2, 3. The measurements have been carried out for several values of black body temperature taken from the range 15÷100°C. The mentioned range was determined by the technical features of the black body device which we used.

Next, the obtained measurement results from the camera were compared with the previously measured temperature of black body. On the basis of these data the temperature differences for each pixel of the infrared camera detector were calculated. The gathered temperature differences were used for the determination of mathematical relationships individually for each pixel of the detector array. Then, to improve the quality of measurement results, these relationships can be used for the correction of results produced directly by the camera. Additionally, various statistical quantities were calculated which were useful for the evaluation of camera detector measurement features. To realize this process the MATLAB package was employed.

**Fig. 2.** The black body model BB-6, 1-black body surface (emitter of thermal radiation), 2-black body controller, 3-controlling computer

**Fig. 3.** The examined infrared camera

**Fig. 4.** The infrared camera and the black body in an isothermal chamber, 1-black body, 2-infrared camera, 3-thermocouples for measurement of the chamber walls temperature
4. Correction of measurement results

After determination of the matrix of coefficients $C_{i, j}$ on the basis of Eq. (9), for each pixel the corrected values $T_{abr, i,j}$ of the considered object temperature can be calculated. These values can be obtained on the basis of Eq. (10):

$$e_{\Delta l}(T_{abr, i,j}) = C_{i, j}(T_{abr, i,j}) \left\{ e_{\Delta l}(T_{abr, i,j}) + \frac{1 - \varepsilon_{ob}}{\varepsilon_{ob}} e_{\Delta l}(T_{am}) \right\} - \frac{1 - \varepsilon_{ob}}{\varepsilon_{ob}} e_{\Delta l}(T_{am})$$

where $T_{abr, i,j}$ is the considered object temperature value shown by the camera for $i, j$-th pixel of the camera detector. The desired values of the temperature $T_{abr, i,j}$ occur in the implicit form in expression $e_{\Delta l}(T_{abr, i,j})$. The total value of this expression is known and therefore to calculate the desired temperature from relation (10) the Eqs (1,2) should be additionally used.

5. Calculated parameters and calculation results

To evaluate the effectiveness of external calibration procedure and the quality of measurement results produced by the IR camera for all pixels of FPA detector the temperature differences defined by the relation (11) were calculated:

$$\delta T_{i,j} = \overline{T} - T_{bb}$$

The calculation results have been shown for selected black body temperature levels, in Fig. 5. These results are useful for the evaluation of measurement results quality obtained by means of the considered camera.

![Histograms of differences between the temperature measured by the IR camera and indicated by the BB before correction, (Eq. 11)](image-url)
The similar temperature discrepancies can be calculated for the corrected values \( T_{br,l,i,j} \) of the BB temperature measured by the IR camera:

\[
\delta T_{r,l,i,j} = T_{br,l,i,j} - T_{bb,l}
\]

(12)

In this case the obtained results testify to the quality of calibration method used for the improvement of the quality of measurement results obtained by means of the examined IR camera.

The temperature values \( T_{br,l,i,j} \) are calculated from the relation (13) resulting from Eq. (10):

\[
\hat{\epsilon}_\Delta(\hat{T}_{br,l,i,j}) = C_{i,j}(\hat{T}_{c,l,i,j}) \left\{ \hat{\epsilon}_\Delta(\hat{T}_{c,l,i,j}) + \frac{1 - \epsilon_{bb}}{\epsilon_{bb}} \hat{\epsilon}_\Delta(T_{am,1}) \right\} - \frac{1 - \epsilon_{bb}}{\epsilon_{bb}} \hat{\epsilon}_\Delta(T_{am,1})
\]

(13)

where the values of coefficient \( C_{i,j}(\hat{T}_{c,l,i,j}) \) are calculated on the basis of known relation (9). The calculation results have been presented in Fig. 6.

Fig. 6. Histograms of differences between the temperature measured by the IR camera and indicated by the BB after correction, (Eq. 12)

In Fig. 7 a histogram presenting dispersion of correction coefficient \( C \) defined by expression (7) has been shown. This diagram presents the differences in terms of conversion quality of thermal radiation into a measurement signal by the infrared detector for all pixels of the detector matrix.
Additionally, in Fig. 8 are presented two samples of correction line determined for two pixels of FPA detector.

As it is described, for all pixels of IR camera detector the correction lines expressing the changes of correction coefficient according to the measured temperature by means of the least squares adjustment method have been determined. Simultaneously, the values of a correlation coefficient have been calculated. The value of this coefficient expresses the quality of the fitting of the determined line to the considered set of points. The obtained results are shown in Fig. 9. The fitting of correction lines is quite satisfactory, because for most pixels of the camera detector the correlation coefficients take values greater than 0.95, on the average 0.97, Fig. 9.
To verify the developed method, an additional measurement series using the examined IR camera and the black body model was made. The experiment was carried out for the temperature of black body amounting to 36.6 °C (i.e. 309.75 K). Next, the obtained measurement results have been corrected with the use of Eq. (13) and for all pixels of IR detector the temperature differences between measurements and the black body temperature before and after correction have been calculated according to Eqs (14,15):

\[
\delta T_{bc,i,j} = T_{bc,i,j} - T_{bb}
\]  
(14)

\[
\delta T_{br,i,j} = T_{br,i,j} - T_{bb}
\]  
(15)

Next, the obtained results have been presented in a form of histograms (in Fig. 10), and as visual matrix images, Fig. 11.
7. Sample of application of the developed method

To check the usefulness of the developed method the data recorded by IR camera for a human palm have been processed by means of the described method. The obtained results are presented in Fig. 12 where can be seen the visual images of a palm before and after applying the presented correction method. The differences between both images are rather small due to the applying of relatively wide temperature span (6 K) in the images, however they are noticeable.
8. Final remarks and conclusions

In the paper the method of improving the accuracy of temperature measurement results obtained by means of an infrared camera equipped with FPA detector is presented. The typical accuracy of infrared cameras amounts to ±2 K or even ±2 % of the measured value of temperature. Very often a better accuracy of the measurements is required, e.g. during the measurements of human body temperature. To improve the measurement accuracy an external correction of obtained results on the basis of comparison measurement of black body temperature and next with use of MATLAB package has been described.

The developed method allows to improve locally in term of temperature range, the accuracy of measurement results recorded by the IR camera. It is expected that in the case of using the black body model of high accuracy in this calibration procedure, the reaching of measurement accuracy close to detector thermal sensitivity is possible.

In the work different diagrams which are useful for the evaluation of IR camera measurement accuracy and its operation have been worked out and presented. It is expected that the proposed method will be very effective for narrow measurement ranges of temperature.
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