Combination of thermal fundamentals and Deep Learning for infrastructure inspections from thermographic images. Preliminary results
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Abstract

The application of Deep Learning (DL) models using the measurements acquired by Non-Destructive Testing (NDT) tools as input data stands as a versatile solution for highly automated analysis. However, DL models using thermal images as input data are quite scarce when it comes to analysing defects in medium- and large-scale bodies. Therefore, this paper proposes the application of a thermal criterion and a DL model, Mask R-CNN, in thermal images acquired from different infrastructures with thermal bridges and moisture. The thermal criterion is first applied to the input data, showing its utility to improve DL models performance.

1. Introduction

The continued emergence of new methods and technologies for infrastructure inspections is an increasingly necessary requirement due to the continuous deterioration of man-made structures. In addition, the strong demand for indoor thermal comfort conditions and high energy savings to address climate change, is a real fact within the building field, especially in the most developed countries. Therefore, in order to be able to undertake preventive maintenance tasks to avoid deterioration and meet the previous requirements, the new tools and methodologies must focus on the most common and severe defects, including moisture and thermal bridges.

Through its different phase changes, moisture is able to deteriorate any type of infrastructure if this defect is not identified during its initial growth stage. From the oxidation in metallic infrastructures to efflorescence, cracking or detachment would be some of the deterioration phenomena moisture can cause. Furthermore, moisture can have a considerable impact on user health [1] due to the biological/mould formation and can also increase the energy demand [2] for heating/cooling in winter/summer due to the presence of moist materials. Moreover, thermal bridges are classified as the main causes of energy losses in buildings [3]. In addition, they can be sensitive parts of buildings by increasing the risk of moisture formation due to condensation as consequence of the decrease of the temperature of the interior surfaces in winter conditions [4].

On the other hand, Non-Destructive Testing (NDT) tools are currently the best techniques for infrastructure inspections because they neither damage nor disturb the structure under study. Focusing on the analysis of thermal bridges and moisture, several papers have achieved good results in different infrastructures using InfraRed Thermography (IRT) as NDT technique over the last years [3, 5, 6]. As advantages, IRT is a non-contact and operator-safe tool, in addition to enabling a high speed of inspection, exclusive application fields, and the possibility of post-processing the thermal images acquired [7]. Nevertheless, the automation of the interpretation of the thermal images is still a great challenge due to the low resolution of the infrared cameras in the market, the great dependence of the environmental conditions, the homogeneous heating that needs to be provided on the surface under study and the control of the different mechanisms of heat transfer [7, 8]. Few IRT papers have shown the possibility to automatically analyse thermal bridges [8, 9] and moisture [8, 10, 11] in different types of infrastructures by applying new thermal image post-processing algorithms.

Moreover, Deep Learning (DL) has made a remarkable progress with the continued emergence of new models since the beginning of the 21st century [12]. Compared to other artificial intelligence learning methods, DL is making a great improvement in solving problems that were difficult to handle in the artificial intelligence research fields for many years. This is mainly due to the fact during the training of a DL model, each neuron represents a basic classifier and the neurons of a layer are shared by the neurons of the next layer as a module to build classifiers, and this modularization learns from the data used as input. As a consequence, there are several recent published papers that show the potential of the use of DL models applied to measurements obtained by different NDT techniques [13-15]. Regarding the most recent IRT works, Fang et al. [12], Duan et al. [16], Yousefi et al. [17] and Ali [18] proposed DL models applied to thermographic data to automatically identify various subsurface defects belonging to different types of small-scale materials. All of them showed good results, overcoming the disadvantages of IRT when it comes to automatically interpreting thermal images.
Therefore, in this paper a DL model of supervised learning, Mask R-CNN, is used in combination with a thermal criterion for the automatic detection, classification and delimitation of thermal bridges and moisture from a thermographic dataset of different infrastructures (Section 2). The thermal criterion is first applied in order to improve the contrast of the defect areas (Section 3.1), which is based on the research lines performed in the above-cited IRT papers that developed automation methods for infrastructure inspection so far [8-11]. Then, the training and validation of the DL model is applied to the thermal images with the improved contrast in the defect areas (Section 3.2). With this, the second goal of the paper is to demonstrate how it is possible to improve the performance of DL models applied to thermographic data by combining them with thermal fundamentals (Section 4). Furthermore, the performance obtained with the above-cited automation IRT works [8-11] is also compared (Section 4), ending with some conclusions and discussions on future steps (Section 5).

2. Dataset description

The dataset used in this work consists of thermal images with thermal bridges and moisture affecting the surfaces of the structures previously detected by an operator. All of them are acquired with the same infrared camera (see specifications in Table 1).

<table>
<thead>
<tr>
<th>Table 1. Specifications of the infrared camera used.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Resolution (°C)</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Spectral range (μm)</td>
</tr>
</tbody>
</table>

The thermal images represent different parts of buildings, from both inside and outside, pillars of various bridges and different regions inside tunnels. It is noted that the environmental conditions at the time of acquisition of each thermal image are different among images, that in all the thermal images the emissivity value has been set at 1 and that the reflected temperature and atmospheric effects have been compensated. Besides, although the resolution of the infrared camera used is 640 x 480, a Region of Interest (ROI) in each thermal image has been chosen in order to cover only the defect areas of interest. Figure 1 shows some thermal images of the dataset in 8-bit format, placed next to their corresponding visible images and ROIs. The 8-bit format conversion (0 to 255 integer pixel values) is performed as a preprocessing step in order to stretch each thermal image histogram. In this way, the contrast of the entire thermal image is improved with the application of the 8-bit format conversion, which facilitates the subsequent improvement of the contrast of the defect areas after the application of the thermal criterion and, consequently, the improvement of the DL performance.

Fig. 1. Some thermal images of the dataset used in this work (b), placed next to their corresponding visible images (a) and ROIs (c). The first two rows represent moisture, and the last two rows represent thermal bridges.
3. Methodology

3.1. 1st Step: Thermal criterion application for defect areas contrast enhancement

According to references [8-11], the thermal behaviour of a defect, thermally affecting the surface of the structure under study, results in a Gaussian temperature distribution. In short, the Gaussian bell of a defect will appear in the histogram of a thermal image if the thermal footprint of the defect appears on the surface of the infrastructure. Thus, this thermal criterion consists of identifying the regions in each thermal image of the dataset used (i.e., in each ROI chosen) that present Gaussian distributions, with the subsequent purpose of enhancing their contrasts.

For that, the Savitzky-Golay (SG) smoothing filter is first applied to the histogram of the ROI. This filter is based on the least-squares method, which main advantage is that it tends to preserve characteristics of the initial distribution (in this case the ROI histogram) such as relative maximum and minimum values while softening the intermediate values [19]. The output is a line that adjusts to the shape of the ROI histogram without taking noise into account and preserving the extremes of possible Gaussian bells, that is, preserving the relative minimum values. Figure 2 shows an example of the application of the SG smoothing filter on a ROI.

Fig. 2. Example of the SG smoothing filter application. From left to right: ROI, ROI histogram and SG smoothing filter output (red line).

Then, the relative minimum values of the SG smoothing filter output are identified. In this way, a mask is generated from the ROI for each interval between two consecutive relative minimum values, also taking into account the minimum and maximum pixel value of the ROI. It should be noted that a mask can contain different regions of the ROI that have their pixel values within the corresponding interval. Thus, a process of dilatation and a connecting method are applied to each mask. The first aims at grouping very close neighbours while the second aims at connecting components to label each region. The different regions are candidates for moisture or thermal bridge areas. Figures 3a and 3b show the corresponding result regarding the SG smoothing filter output from Figure 2.

Fig. 3a. Relative minimum values identification (red crosses) regarding the SG smoothing filter output from Figure 2.
Finally, the thermal criterion is applied to the candidates for moisture or thermal bridge areas. Specifically, the thermal criterion is based on the values of kurtosis and skew calculated from the pixel values of each candidate to be a defect area. The thermal criterion consists on subjecting the values of kurtosis and skew to a threshold interval. Thus, candidates that do not have a kurtosis and skew value between -2 and +2 are rejected as candidates because they do not present Gaussian distributions [10], i.e., they are not defect areas but noise or some artefact. Consequently, the rejected candidates are discarded from further processing.

After applying the thermal criterion, the Histogram Equalization (HE)-based contrast enhancement technique is applied to each accepted candidate. HE flattens and expands the dynamic range of the pixel values distribution of each accepted candidate by remapping the grey levels based on each candidate Probability Density Function (PDF), improving the contrast of the distribution of pixel values of each candidate [20]. With the purpose of maintaining the original relative differences in pixel values among the accepted candidates of the ROI, the distribution of pixel values of each accepted candidate is interpolated to maintain its original width, i.e., without the HE stretching. It should be noted that the unaltered areas of the surface of a structure that do not have excessive noise, shadows and reflections in the thermal image also present Gaussian distributions. i.e., would also be considered as accepted candidates. However, although these areas are not really defect areas, improving their contrasts by HE also improves the DL performance since the relative difference between healthy and unhealthy areas is increased.

Figure 4 shows the final result obtained with respect to the ROI used as an example in this section.
3.2. 2nd Step: Learning process of the Deep Learning model

Mask R-CNN [21] is the DL model used in this work. It is built on top of Faster R-CNN, which is another DL model that returns the bounding box coordinates and the class label for each object detected in the input image. However, Mask R-CNN, apart from returning the same outputs of Faster R-CNN, also returns the object mask being the latest state-of-the-art framework for image segmentation tasks. Figure 5 represents the Mask R-CNN framework.

As can be seen in Figure 5, the network architecture of Mask R-CNN is divided into: 1) a Convolutional Neural Network (CNN) architecture and a Feature Pyramid Network (FPN) used for feature extraction over the input image, 2) the Region Proposal Network (RPN), and 3) the network head for bounding-box recognition and mask prediction. The CNN architecture selected in this work is the ResNet [23] network of depth 101 layers, a common choice within the state-of-the-art. As for the FPN, this network is a top-down architecture with lateral connections to build an in-network feature pyramid from a single-scale input. The size of the top-down layers used in this work is 256, a common size value within the state-of-the-art. The reasons for using a ResNet-FPN backbone for feature extraction (feature map) over the input image are the excellent gains in both accuracy and speed [21]. The input image is the ROI after the thermal criterion application for the defect areas contrast enhancement, converting all the inputs to tensors of shape (1024, 1024, 3) so that the DL model can learn from them. With the RPN, candidate object bounding boxes are proposed after scanning regions of the feature map. As last stage of Mask R-CNN, the bounding-box recognition and mask prediction branches are applied to each candidate object bounding box in order to provide the final outputs. It should be noted that ‘ROIAlign’ is designed for pixel-
to-pixel alignment between network inputs and outputs, preserving the exact spatial location of each target object (in this case the moisture and thermal bridge areas).

For the Mask R-CNN training, 62 ROIs are used, distributed in 33 with moisture and 29 with thermal bridges, having approximately 50% of each defect. Regarding the Mask R-CNN validation, 12 ROIs with moisture and 12 ROIs with thermal bridges are used. Then, the dataset of this work is composed of 86 thermal images, 72% for training and 28% for validation. As for the labelling of each defect area, the VGG Image Annotator (VIA) software [24] is chosen given its simplicity and standalone manual annotation for images.

4. Results

The implementation of Mask R-CNN was on Python 3, Keras and TensorFlow, using the open source code from [25] as reference. The proposed DL model ran in a laptop using its CPU (Intel(R) Core(TM) i7-6700HQ CPU @ 2.60 GHz, RAM 16.00 GB, 64 bit Ubuntu 16.04 Operating System). With the objective of avoiding overfitting during the DL model learning process due to the small number of thermal images in the dataset, the following hyper-parameters are established:

- Batch Size = 1
- Learning Rate = 0.001
- Learning Momentum = 0.9
- Weight Decay = 0.1

In addition, some data augmentation techniques are applied (horizontal flipping and image cropping) and the transfer learning method is used to perform the learning process due to the small size of the dataset. Specifically, the pre-trained weights obtained by Mask R-CCN after learning the Microsoft COCO dataset [26] are used as initial weights. Moreover, all the layers of the DL model are trained since the ROIs are not natural images like the images from the Microsoft COCO dataset.

Figure 6 shows the corresponding learning curves after the learning process. Specifically, the training and validation learning curves are represented to give an idea of the goodness of the model. In turn, Figure 7 also shows the corresponding learning curves after the learning process but using the input data without applying the thermal criterion proposed and, consequently, without improving the contrast of the defect areas.

![Fig. 6. Learning curves after the Mask R-CNN learning process, applying the thermal criterion in the input data.](image1)

![Fig. 7. Learning curves after the Mask R-CNN learning process, applying and not applying the thermal criterion in the input data.](image2)
As can be seen in Figure 7, both learning processes stabilize after approximately 30 iterations (epochs), with the training and validation losses around 2.2 and 3.4, respectively, although slightly lower when applying the thermal criterion in the input data. Analysing quantitatively, the mean Average Precision (mAP) value obtained in each learning process by applying their weights after the 30th iteration to the validation dataset is 18.75% using the thermal criterion and 17.13% without using the thermal criterion. With this, the usefulness of combining DL models with thermal fundamentals is demonstrated.

On the other hand, although the training and validation losses are still far from zero using the input data after applying the thermal criterion, the ROIs that have obtained the best results have similar performance metric values compared to those obtained by the above-cited automation IRT works [8-11]. Specifically, the precision and recall values obtained by the above-cited automation IRT works range from around 60% to near 90%. As for the best results of this work, these are shown in Figure 8, along with their corresponding precision and recall values and labelled defect areas (ground truth).

![Fig. 8. Best results obtained.](image)

### 5. Conclusions and Future Perspectives

Within the infrastructure inspection field, the automatic detection, classification and delimitation of thermal bridges and moisture has been performed in this work from a series of thermal images. For this purpose, thermal fundamentals and the latest state-of-the-art Deep Learning framework for image segmentation tasks have been combined to obtain an improvement in terms of detection, classification and delimitation with respect to using only the Deep Learning model. Although the results obtained are not optimal, this work takes the first step forward in the use of Deep Learning models for infrastructure inspection from thermographic data.

Future research will continue to improve the performance obtained, adding the same and/or different types of criteria and also using more real, and even simulated, thermal images in order to facilitate the increase in the amount of the input dataset. Likewise, it will be proposed to add to the analysis other types of defects that are common and severe in infrastructures, such as cracks, and to use other Deep Learning models.
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